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Abstract
This work introduces and analyzes a novel approach to multi-dimensional indexing. It is based on the
concepts of the hybrid learnt spatial indexing by using Hilbert space filling curve algorithm with machine
learning. Using Hilbert algorithm to obtain indexing for each spatial objects (point, line, polygon), then ex-
ecuting nearest neighbor queries in traditional technique. Taking benefits of machine learning method to
learn indices of spatial objects, in learnt method we also used Hilbert curve to indexing spatial objects as in
traditional method, and learning those indices, then implement nearest neighbor query as in traditional, fi-
nally calculate execution time. An important result that goes beyond proposed hybrid learning indexing algo-
rithm (HLI) that is the performance improvement over the Hilbert curve is great in learnt method by making
comparison between traditional and learned methods which is done through calculating execution time of
each techniques of query processing for all three spatial objects types. We tested both indexing methods to
compare and evaluate both techniques, our proposed HLI, has significant results in term of less query exe-
cution time which is due to enhance performance of spatial database. Proposed indexing evaluated through
receiver operating characteristic curve (ROC- curve) for system optimality model, also MSE and R2 statistical

measures.
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l.Introduction

Spatial database systems support spatial data types and, at the absolute least, use spatial indexing tech-
niques in their data format and query language. Geospatial database systems, which also include spatial
indexing and efficient algorithms, are the foundation upon which geographic information systems and other
applications are created (Giting, 1994). The term "spatial data" refers to items with a spatial component,
such as points, lines, regions, rectangles, surfaces, volumes, and even data with a higher dimension, such as
time. Cities, rivers, highways, counties, and states are examples of spatial data. A spatial access strategy must
take into account both spatial indexing and clustering techniques. Without a geographic index, each data-
base item must be checked to see if it complies with the geographical selection criteria; in relational databas-
es, this is known as a "full table scan" (Jia et al., 2022). Space-filling curves (SFC) offer a natural mapping from
a high-dimensional space to a one-dimensional curve, and the arrangement of the points on SFC has been
frequently used as a meaningful point arrangement (Liao et al., 2001). Dynamically formed spatial connec-
tions are produced throughout the query processing process. In order to locate spatial items efficiently using
proximity, a spatial index must be created. Effective spatial operations like locating an object's neighbors and
locating objects inside a certain query location must be made possible by the underlying data structure. The
bulk of indexes are built on the divide and conquer principle. With this approach, hierarchical indexing struc-
tures are produced. The technique necessitates reducing searches so that fewer items are searched the more
information has to be evaluated, making it a perfect fit for database systems with memory space restrictions.
The advantage of hierarchical structures is that they are good range searchers. Indexing in an SDB is differ-
ent from indexing in a typical database since the data in an SDB are multi-dimensional objects connected to
geographical coordinates. Additionally, it offers a one by one (1:1) mapping between one-dimensional space
and multidimensional space. The primary goal of spatial indexing is to improve spatial selection, or to find
things from a huge collection of spatial objects that are specifically related to a given query SDT value(Ooi et

al., 1993).

Related work

The neighboring blocks in the two-dimensional space must always match the adjacent line intervals in the
curve in order for the Hilbert curve to have a total ordering (Davitkova et al., 2020; Kraska et al., 2018). Chen
and Chang proposed the neighbor finding strategy based on the Hilbert curve (denoted as the CCSF strategy
(Kraska et al., 2021). Chen and Chang proposed the neighbor finding strategy based on the Hilbert curve (de-
noted as the CCSF strategy(Chen & Patel, 2006). Research(Liu & Schrack, 1996) Theoretically analyze the con-
ditions under which learned indexes outperform traditional index structures, describe the main challenges in

designing learned index structures, and investigate the extent to which learned models, such as neural net-
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works, can be used to augment or even replace traditional index structures such as B-Trees and Bloom filters.
For processing point, KNN, and range queries, the ML-Index is a memory-efficient Multidimensional Learned
(ML) structure. The ML-Index splits and converts data into one-dimensional values related to the distance
to their nearest reference point shown in (Chen & Chang, 2011) using data-dependent reference points. By
sequentially dividing points along a succession of dimensions into equal-sized cells and sorting them by the
cell that they inhabit, a learning database system called SageDB (Chen & Chang, 2011) extends the ideas
to multidimensional data. Presorting the data by their Z-order (Markl, 2000), Hilbert order(Lawder & King,
2001), or the relative distance to reference points (Jagadish et al., 2005) has been intensively investigated as
a means of providing an affordable representation of multidimensional points that may be usefully sorted.
For quickly addressing spatially questions, a learnt Z-order Model (Wang et al., 2019) focuses on integrating

Z-order scaling with a staged learning model.

1.1.Techniques for Indexing in Spatial Database

Because of the enormous number of spatial databases, spatial access techniques are commonly employed
to organize and speed up spatial item retrieval (Manolopoulos, Theodoridis, & Tsotras, 2009). A spatial index
is a data structure that allows users to quickly retrieve spatial data. There are several types of spatial data,
the most popular of which being points, lines, and regions (Samet, 1990). A database system needs an index
mechanism to enable it retrieve data items rapidly according to their spatial positions in order to handle spa-

tial data efficiently, as required in computer aided design and geo-data applications (Lawder & King, 2001).

1.1.1. Hilbert Space Filling Curve Technique

The space-filling curve is a 1D curve that uses recursion to cover a certain region(Wu et al., 2020). The Hilbert
curve is a one-dimensional representation of a multidimensional space. Such mappings are useful in a va-
riety of applications, including image processing and, more recently, multidimensional data indexing. Given
a two-dimensional square space of size N*N, where N = 2n with order n >= 0, the Hilbert curve recursively
divides the space into four equal-sized blocks. Each block is given a sequence number which ranges from 0
to N2-1. It's the most well-known and researched space-filling curve. As a method of linearization, we select
the Hilbert curve in the space filling curve(Wang et al., 2022). In terms of numerous criteria, it is thought to
be extremely local. To create a linear ordering for the datum-point in Key-space by constructing an index
to spatial data using a Hilbert Curve of suitable order. This indexing strategy allows the procedure to avoid

problems caused by index overlap (Guttman, 1984).
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Figure 1: (a) Hilbert Curve Index Value (b) Hilbert Curve Index Binary Value
(Krishnan et al., 2015) (Schmidt & Parashar, 2004)

2.Learned Index and Traditional Index

Other types of models, such as deep-learning models—also referred to as learned indexes—can re-
place index structures. Given that a model can be learnt, taught indexes have several benefits over con-
ventional ones (Manolopoulos, Theodoridis, Tsotras, et al., 2009). This study effectively contrasts standard
spatial indexing with spatial learnt indexing. Learned index structures produce an explicit representation of
the underlying data in order to provide successful indexing. Numerous spatial indices have been created,
and they may be divided into two groups: multidimensional point indices and multidimensional region indi-
ces(Nievergelt et al., 1984). Examples of the first category include the LSD-tree(Lomet & Salzberg, 1990), the
grid file(Beckmann et al., 1990), the hB-tree (Freeston, 1995), the buddy tree(Sellis et al., 1987), and the BV-
tree (Qin et al., 2022). The R-tree (Chen & Chang, 2011) and quad-tree (Li & Feng, 2005), together with their
variants, are the second group's most well-known representations. Similar to point indexing, two different
approaches for indexing areas (data driven and space driven) have been presented such as R tree (Shah et

al., 2021).

3.Spatial Database Query

It is challenging to locate the sought object in a large, muddled dataset, which calls for both computational
complexity and time. To address these problems, other study approaches were recommended. Using the
K-Nearest Neighbor (kNN) algorithm is the simplest, most effective, and most successful approach of them
all. Pattern recognition, text classification, moving object identification, and other applications are possible
using this technique (Dhanabal & Chandramathi, 2011). In order to find objects (or combinations of objects)
that meet certain spatial relationships with a reference query object, a spatial query is performed to one (or

more) spatial relations (or between them)(Mamoulis, 2022).
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3.1.Nearest Neighbor Query Types

There are essentially two types of NNQ: those with a structure and those without. The I-Structure
based k-NN method represents the training datasets using tree structures. Ball Tree, k-d Tree, Principal Axis
Tree (PAT), Orthogonal Structure Tree (OST), Nearest Feature Line (NFL), and Center Line (CL) approaches
are examples of structure-based algorithms. Il. Simple, k-NN, Condensed NN, Model based k-NN, Ranked NN
(RNN), Pseudo/Generalized NN, Clustered k-NN (CkNN), Continuous RKNN, Mutual kNN (MkNN), and Con-

strained RkKNN are examples of non-structure based kNN approaches. The advantages and disadvantages of

each form of closest neighbors approach are discussed in Table 1 (Dhanabal & Chandramathi, 2011).

Table 1: Comparison between Different Kind of Nearest Neighbor (Dhanabal & Chandramathi, 2011)

No. Technic Concept Merits Demerits App.
1 Ball Tree k nearest To improve 1. Compatible with 1. Implementation Robotic,
neighbor (Moore & the speed. high dimensional cost is high. vision,
Gray, 2003), Objects. speech,
(Omohundro, 1989) 2. Represented data 2. When distance is graphics.
are tuned well to increased,
structure 3.Simple to performance is
implement decreased.
4. Especially used for
geometric learning.
2 k-d tree nearest To divide the 1. Perfect balanced 1. Computational | Multidimen
neighbor (kdNN) training data trees are formed complexity | sional data
(Sproull, 1991) sets into two 2. Itis fastand | 2.Exhaustive search points.
halves. simple. is required
3. Chance of
misleading the points
as it blindly splits the
points into two
halves.
3| Nearest feature Line To have 1. Accurate 1. Chance of failure Face
Neighbor (NFL) multiple classification | if the model in NFL | Recognition
(Li et al., 2000) template per 2. Effective is far away from problems
class for algorithm for small query point
classification datasets. 3.Ignored 2.Computational
information in Complexity
nearest neighbor are 3. Hard to illustrate
used the feature point in
straight line.
4 Local Nearest To focus on 1.Overcomes the | 1.Increase in number Face
Neighbor nearest | limitations of NFL of computations | Recognition
(Zheng et al., 2004) neighbor
prototype of
query point
5 Tunable Nearest | Calculates the | 1.Effective for small 1.Large number of Bias
Neighbor (TNN) distance first data sets computations problems
(Zhou et al., 2004) and then
implements
the steps of
NFL
6| Principal Axis Tree Uses PAT | 1.Good performance 1.Computational Pattern
Nearest Neighbor construction 2.Fast Search Time is more | Recognition
(PAT) (McNames, and PAT
2001) search
7 k Nearest Neighbor To find the 1.Training is very | 1. Biased by value of Large
(kNN) (Cover & nearest fast 2.Simple and k 2.Computation | sample data
Hart, 1967) | neighbor based easy to learn Complexity
on _k* value 3.Robust to noisy | 3.Memory limitation
training data 4 | 4.Being a supervised
.Effective if training learning lazy
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data is large 5.1t is algorithm i.e. runs
symmetric. slowly 5.Easily
fooled by irrelevant
attributes
8 Weighted k nearest To assign 1. Overcomes 1.Computational Large
neighbor (WkKNN) weights to limitations of KNN | complexity increases | sample data
(Bailey, 1978) neighbors by assigning equal in calculating
based on weight to k weights
distance | neighbors implicitly.
calculated 2. Uses all training |  2.Slow in execution
samples not just k. 3.
Makes the algorithm
global one
9 Condensed nearest To eliminate 1. Reduce size of 1. CNN is order Data set
neighbor (CNN) data sets training data 2. dependent; it is where
(Alpaydin, 1997) which show | Improve query time unlikely to pick up memory
similarity and memory | points on boundary. | requiremen
without adding requirements t is a main
extra 3. Reduce the 2. Computational concern
information recognition rate Complexity
10 Reduced Nearest To remove 1. Reduced size of 1.Computational | Large data
Neighbor (RNN) | patterns which training data and Complexity set
(Gates, 1972) do not affect | eliminate templates
the training 2. Improved query | 2.Cost is high 3.Time
data set results time and memory Consuming
requirements
3. Reduced
recognition rate
11| Pseudo/Generalized To utilize 1.Uses(n-1) classes | 1.Does not hold good | Large data
Nearest Neighbor | information of which consider the for small data set
(GNN) (n-1) whole training data
(Zeng et al., 2009) | neighbors also set 2.Computational
complexity
12 Clustered k nearest To select the 1.Overcome defects 1.Selection of Text
neighbor nearest of uneven | threshold parameter | Classificati
(Yong et al., 2009) | neighbor from distributions of is difficult before on
the clusters training samples running algorithm
2.Robust in nature | 2.Biased by value of
k for clustering
13 Reverse k nearest Objects that 1. Approximate 1. Requires O(n %) | Spatial data
neighbor[ (Stanoi et | have the query results can be time set
al., 2000), | object as their | obtained very fast. 2. 2. Do not support
(Korn & nearest Well suited for 2- | arbitrary values of k
Muthukrishnan, Neighbor, Dimensional sets 3. Cannot deal
2000), have to be 3. Well suited for efficiently with
(Yang & Lin, 2001), found. finite, stored data database updates,
(Dhanabal & sets | 4. are applicable only
Chandramathi, 4. Provides decision to 2D
(Singh et al.,
2003),(Tao et al.,
2004)]
14 Continuous RKNN | To monitor the 1. Overcomes the 1. Not suited for Moving
(Kang et al., 2006) regions upon difficulties of using bichromatic cases | object data
updates using | the kNN and RkNN 2. Not suited for set
FUR tree queries on moving large population of
objects. | continuously moving
2. Best suited for objects.
monochromatic cases 3. Memory
Limitation
15 Constrained RKNN To find the 1. Communication 1. Approximate Moving
(Emrich et al., 2009) RKNN on load is minimized. result can be | object data
moving 2. CRKNN can be obtained for set
objects based applied to both bichromatic cases. especially
on constrains | monochromatic and in GPS
bichromatic cases.
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3.2. Nearest neighbors Query Algorithm based on Hilbert Curve

Procedure steps of the Nearest Neighbor algorithm in the Hilbert space filling curve data structure is defined

in figure 2. Actually the main idea behind the nearest neighbor search is the distances Philosophy, which is in

default is Euclidian distance measure. There are different distance measures such as Manhattan, Hamming

and Minkowski, etc.

Procedure All Nearest Neighbors Finding (DataSet A, DataSet B, Order n4, Order ng)

01: begin

02: ANNSet:=¢; [* ANNSet is the result of ANN(A, B). */

03: Sorting sequence numbers hi4 in dataset A; /* Step 1%/

04:  /* Data a; locates at the block with sequence number h4 in the eurve of order ng.*/
05:  For each data a; with sequence number k4 in dataset A do /* Step 2 ¥/

06: begin

0T: CNNSet := ¢;

08: /* CNNSet is the candidate set to store candidate neighbors in dataset B. */
09: if (n4 —np)=0then /* Condition 1 */

10: begin hc =hs; CNNSet = CNNSet | {hc};

11: For each DirN € {'S'/'N’, ‘E’, '"W’} do

12: CNNSet = CNNSet | ) One Neighbor_Finding (he, ng, DirN);

13: end;

14: if (ng —ng) > 0then /* Condition 2 */

15: begin hc = hy x 4"~ "4; CNNSet = CNNSet | {hc};

16: For each DirN € {'S'/N’, ‘'E’, ‘W’} do

17: CNNSet = CNNSet | | One_Neighbor_Finding (he, ng, DirN);
19: end;

20: if (ny —ng) <0then /* Condition 3 */

21: in

22: TempSet := {ha};

23: /* TempSel is the temporary set to store candidate neighbors in dataset A. */
24: For each DirN € {'§''N’, ‘E’, ‘W'} do

25: TempSet = TempSet | ] One_Neighbor_Finding (ha, na, DirN);

26: For each hy; € TempSet do

27: CNNSet = CNNSet |

28: {hc | ho ranges from he = hy X A"E-"4 o hg = h, x 4nB-nA L gnB-nd _ 11
29: end;

30: Sorting and Filtering distinct sequence numbers h, in CNNSet; /* Step 3 */
31: For each hg in CNNSet do

32: begin

33: if the block with sequence number k. has no data ;

34: else For each data b; in the block with sequence number hg in data set B do
35: NN := {b; : 3b; € B,~3by, € B{dist(q,bs) < disi(q,b;)}}

36: end;

37: ANNSet := ANNSet| {(ay, NN };

38: end;

end procedure

Figure 2: Shows nearest neighbor algorithm using Hilbert Curve (Chen & Chang, 2011)

A Hilbert curve recursively divides the space into four equal sized blocks due to the limit of the block capac-

ity. The Hilbert curve never maintains the same direction for more than three consecutive blocks. Take the
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guaternary space in figure 3, as an example. The quaternary space is divided into four equal-sized blocks such
that four blocks are in the southwest (SW), northwest (NW), northeast (NE) and southeast (SE) directions of
the center point P. We call these blocks as the SW, NW, NE, and SE blocks (Chiu et al., 2019).

Algorithm (1) describes the construction of Hilbert Space filling Curve procedure. It shows Hilbert curve con-

structing steps by steps briefly.

Algorithm 1: Constructing Hilbert index
Name: Hilbert index ()
Input: spatial dataset
Ouiput: Generating Hilbert index
Begin:
'/ Step 1: Using Transformation Table //
Let L= length of Idx
Fori=1to L
If Idx(1)= 0: then Hb= Hb+0
If Idx(1)= 1: then Hb= Hb+1
If Idx(1)= 2: then Hb= Hb+3
If Idx(1)= 3: then Hb= Hb+2
Hilb= Hilb+Hb Next i
// Step 2: Call Rotate-Reflect Procedure //
Let K= length of Hilb
For ;=1 to K-1
Letj=1+1

Begin:
Case (1)
If K(1)=0 then
If K(j)=1: then output(j)= 3
Else if K(j)=3: then ouipui(j) =1 |, Next}
End if
Case (2)
Else If K(1)=3 then
If K(3)=0: then ouiput (j)= 2
Else if K(j)=2: then output(j) =0 . Next i
End if

END

4.Techniques of System Evaluating

While there are many indicators available for system appraisal, we choose to focus on three key ones
here: |-a confusion matrix is a strategy for summarizing findings on a classification task and for assessing the
performance of a system's classification algorithm. Roc) curve for receiver operating characteristics. Plotting
the true positive rate (TPR) against the false positive rate (FPR) at various threshold values will result in the
ROC curve. The following formulas for the true positive rate, false positive rate, and specificity: Specificity,
false positive rate, and true positive rate. When assessing the effectiveness of a machine learning model
based on regression, the R2 score is a crucial indicator. The coefficient of determination is what it is called. It

works by figuring out how much variance there is in the predictions that are explained by the dataset. Simply
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put, it is the discrepancy between the model's predictions and the dataset's samples. Mean Square Error,

part lll (MSE), the average squared error, or the discrepancy between the estimated and actual values, is

computed.

TPR/Recall/Sensitivity = TP/(TP+FN) ........... Eq. (1),

Specificity= TN/(TN+FP) w..ooveeereeeceernnens Eq. (2),

FPR=1- Specificity= FP/(TN+FP) ................. Eq. (3) (Son et al., 2021).

5.The Preprocessing Tasks

Before beginning and working on this project, there are some steps that must be taken as preproc-
essing phases to prepare the data for the purpose of organizing, interpreting, and presenting large amounts
of numerical data. It is also important to make the data in a suitable way so that it can be used for analyses
and decision-making. Collecting spatial datasets was the initial phase in this paper's preparation of a good
dataset (actual geographical dataset) (spatial dataset is in form of latitude and longitude). Latitude and lon-

gitude are then converted to (x, y) coordinates. Putting into practice and evaluating as follows:

5.1. Spatial Data Types That Used

We worked on point, line and polygon spatial objects. Each object has different datasets (real data
sets), as a first step using point dataset and applying spatial indexing using , Hilbert data structure as tradi-
tional indexing. After that implementing nearest neighbor query and then we measured query execution
time. In the second step, actually second work, we used machine learning approach in purpose of learning
the index of point objects that got by using Hilbert technique, also implementing nearest neighbor query and
then calculating query execution time. To comparing and evaluating both methods (traditional and learned).
The next objectives of the research are line and polygon objects with their different datasets. We also applied

and implemented the work procedure on line and polygon as point object.

5.2. Work Processing Steps

The structure and procedure steps in this work are described briefly in figure 4 and 5 for traditional
and learned method respectively. Structure components are: data preprocessing as first step, indexing algo-
rithm for getting index to each spatial objects, NN query and performance comparison metric are the main
objectives that mentioned in the diagram. All spatial datasets of point, line and polygon spatial objects were
used as system data input separately, converting spatial data which they are latitude and longitude to (x, y)
coordinates form. Then for getting indices for all spatial objects the Hilbert Space filling Curve which is spatial

indexing technic used. After that implementing nearest neighbor query were done for all spatial data indices.
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As a final step execution time of nearest neighbor query found in purpose of evaluating the query perfor-

mance of all three spatial indices( for point, line and polygon spatial datasets).

Input Data Proposed System Processing Output

Point Spatial data set

Traditional
Indexing

Line Spatial data set

Polygon Spatial data set

(Latitude, Longitude)

Ta

(X, ¥) coordinate

Figure 4: Work Procedure Steps in Traditional Method
As in traditional method, same processes are done. Additionally, each spatial dataset of a point, line,
or polygon spatial object was employed as a distinct system data input before being converted from latitude
and longitude to (x, y) coordinates. The Hilbert Space Filling Curve, a spatial indexing technique, is then uti-
lized to get indices for all spatial objects. Using machine learning technique, we can then learn our spatial
indices. Following that, nearest neighbor queries for all spatial data indices were implemented. Final stage in
analyzing the query performance of all three spatial indices was the execution time of the nearest neighbor

query (for point, line and polygon spatial datasets). Work steps are shown in image 5.

Input Data Proposed System Processing DOutput

Point Spatial data set

Indexing Using

Line Spatial data set Hilbert Curve

Polygon Spatial data set

I.III!

Calculate

Figure 5: Work Procedure Steps in Learned Method
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6-Proposed Algorithm Results

After developing and trying to implement a new, effective spatial indexing technique called the hybrid learn-
ing indexing algorithm (HLI), which can be used to index all three types of spatial objects points, lines, and
polygons was offered. After determining indices for all spatial objects by using Hilbert Curve algorithm, sepa-
rately implement nearest neighbor query for each. Means at the beginning we used point index and applied
the query at different distances (5, 50, 100, 150, 200, and 250) kilometers respectively for 25 random sample
points in purpose of testing. We achieve the following noteworthy and important findings by conducting a
nearest neighbor query and calculating execution times in both standard and learnt spatial indices. Table (2)
shows test result of finding query execution time just for one point out of 25 point samples of spatial point
objects dataset. Results of our study utilizing both conventional and newly taught spatial indices are shown
in the tables below. After that we calculated average execution time for all 25 tested points. Table 2 shows

tested and implemented results (of point spatial objects just for one sample point).

Table 2: Implementing of NNQ Execution Time of both Methods

Hilbert Curve - Nearest Nighbors
Query Execution Tane | ywrighout ML _ python B
s Tomcet | poi le(14.94305)|  Pomtsample
mSeconds)  [Pomt sample (14.94, (14.94.30.5)
5km 0.8282 031253
50 km 0.8326 031682
100 km 0.8375 0.30753
150 km 0.8414 030607
200 km 0.8482 030542
250 km 0.8826 0.29805

T 11 1T L L

We also applied Nearest Neighbor Query for other spatial objects line and polygon. As in point objects in tra-

ditional and learning methods. In traditional method applying NNQ on line objects were done for 25 random
sample selected points in various distances (5, 50, 100, 150, 200, and 250) kilometers respectively for com-
parison issue. Then finding query execution time (ET) for each selected points. Finally average ET were found
for all 25. As in traditional, in learnt method, after learning indices also applying NNQ and determining ET
for each spatial objects (point, line and polygon) and as well calculating average execution time too. We also
used Nearest Neighbor Query for line and polygon spatial objects. Similar to point objects. As an example
we just show the one point sample of testing in both methods, the execution time and in various distances.

Table three (a) represents all nearest neighbor query execution time of point objects of all 25 selected points
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in 6 different distances in traditional method of point spatial objects index and average execution time. And
Table three (b) indicates the average execution time of all closest neighbor queries for all 25 chosen points at

6 different distances using the learned (machine learning) approach for point spatial objects.

Table 3: (a) Representation the Tests Table of Traditional Methods

Traditlonal Method
Sk S0okm 100km 150km 200km 250k
pl O _.82564 |O_E2865 |0 _E2465 |0.E2EZ2Z4 |0.E4512 |0.87604
p2 Q_80056 |O_80255 |0._.E0756 |0O_.E1155 |0O.E1752|0.82017
p3 Q_.818968 |O_E2207 |0 _E2754 |0.E2156 |0.E2E822 |0.84390
B 0_.812%94 |O_81605 |2.E82111 |0.EB2571 |0.E2247T7 |0.86142
BS O_.81&814 |O_&210%9 |0 _E2570 |0.E820322 |0.E2828 |0.8353271
313 0_.82214 |O_82512 |0 .82954 |0_.E228%9 |0.E28951 |0.8522%9
p7 O_82521 |0.82821 |0 _.&82282 |0.8254E8 |0.84040 |0 _.85296
pE 0O_.82091 J0_.82429 |0 _&84014 |0.84422 |0.85152 |0.85695
B9 O _.82455 |O_E82754 |0 _E2252 |(0_.E28l1l4 |0_.E4500 |0 _85&64&
pl0 0 _.82275 |O_E2704 |0 _84126 |0.84554 |0_.E85241 |0 _825722
pll O_86E8E87T |O_87275 |0_.ET76E1 |(O_.ETOEQ |O.EEE51Z2 |0.85201
plz O_88065 |O_EE564 |0 _E809749 |0_.E59442 |0_ 90076 |0.85246
pl3 Q.81722 |O_E82022 |0_.E2421 |O0.E2910 |0.E2509 |0.86577
pla 0._.80028 |O_80220 . 8072459 |[0.E8102%9 |0.E1427 |0 .853222
pls 0.81282 |O_E15&8=2 82080 |O.E82Z28 0 .82078 |0 .889508
plE O_79E846 |O_802&89 |0 _E07TH82 |0.E811%51 |O.E1690 |0.84572
pl7 0._80290 |O_805&8E8 |O0._.B08E87T |O.E11E8 2.8148 O.841823
plE Q_7F9587T |O_TO99E7T |0 _EB0285 |0.EBOT7E84 |0O.E14E O._.85091
pl1a O_79587 |O_.79790 |0 _E&0288 |O0.80587 |0.811& 0O_.81501
pZ20 O_78&42 |O_.79142 |0 _.79544 |0_.799432 |0_.80601 |0._.8207%9
p21 D _Fa0s0 |O_TO2EE |0 _TF79TEES |O0.EOLE 2_._805E4 |0_.840759
p22 O _8297E8 |O_E82274 |0 _E2T7T72 |0_.E4271 |O_E4E8T70 |0 _82462
p23 o_82882 |O_E821E81 |0 _E2580 |O_.E4080 |O.E4577 |0.85477
pZ4 J_82925 |0.84256 (0 .E84722 |O0.E5154 |(0.E58E1 |O0_.86172
pZ5s J 82818 |O0.82257 (0.82754 |0.E84140 |0.84818 |0_S8262
Average
Executlon 081970 082301 OB2752 083149 O.B83758 o.85442
Tlne

(HUJ) P-ISSN: 2412-9607, e-ISSN: 2617-3360

wlh0a (gjoa dudida (¢dAlj daalads (@ulj (@Aaegs




% HUJ-Volume 8, Issue 4, Dec 2023 www.huj.uoh.edu.iq
(b): Representation the Tests Table of Learnt Methods

Leaming Method

Skm E0km 100km 150km 200km 250km

pl 0_.306309|0.29922 |0.29421 |0.30522 |0.3052 0.30984
p2 0.2%9428 |0._29932 0.2922%5 |0_.30607 (0.30&5E5 |O0_31583
p3 0_.32460 |0._.32660 (0_32507 |D_.32322 0.33038 |0_.32452
pd 0.31320 |0_.32257 (0.32476 |D.31403 |0.31774 |0.31473
pS 0.3101s |D.31470 |0.32782 0_.32223 |0.33530 |0.31303
pE 0.3084%5 |0.32€15 (0.3205% |D.3242¢ |0.32123 |0.31le5E8
p7 0.32e37 |0.3178&¢ (0.30888 |0.31178 |0.314%55 |0.259424
pa 0.31782 0_.3071% |0_.30520 (0_.32402 0.31087 |0.30420
pe 0.30423 |0._.2%625 (0.29123 |0.30084 |0.32550 |0_.30021
pl0 0.32097 |0.33348 (0.3322% |0.30424 |0.324t54 |0_.3274%6
pll 0_30E17 |0.31080 (0_.31284 |0D._2%324 |0.30423 |0.3145&%
pl2 0.30777 |0.32250 |0.30419 |0.30424 |0.21024 |0.30624
pl3 0.31e36 |0.307%4 (0_.302283 |0.311s8 |0.33242 0_30033
pla 0_.30685 |D_259822 0.3041% |D.33518 (0.30486 [|0.30131
pls 0_.30686 |D_2%9660 |0.32E552 0_.33145 |0.31082 0_31c4%9
ple 0.31484 |0.31184 (0_.31%47 |D_32772 0.32207 |0_.31682
pl7 0.31e82 0_.32562 0.305%1 |0.308%% (0.31285 |O0.319%24
pla 0.308%8 |0.30224 |0.31882 0.30431 |0.30328 |0.30586
pls 0_.30523 |0.31087 (0.31g%3 |D.31084 |0.31257 |0_.31753
p20 0_.2%9878 |0.3281% (0_.32731 |0.33781 |0.313% 0_3480&
p2l 0.3281ls |0.31484 (0_.31484 |0.3290% |0.331t5c |0.33080
p22 0.31273 |0.33074 (0_.3125%3 |0D.32303 |0.32787 |0_.32597%5
p23 0_.33802 |0.3224€ |0.34112 |0.344€7 |0.24106 |0.33L0E
p2ad 0.33704 |0._.3265% [(0.3231%5 |0.315&63 |0.31204 |0.33272

p25 0.31253 |0.31682 |0.30753 |0_30607 |0.30542 |0._29505
Average
Execution 0.31370 0.31502 0.31456 0.31699 0.31750 0.31581
Time

Table 4 (a), (b) briefly represents nearest neighbors query execution time (s) of both traditional and learned
algorithms using Hilbert Curve technique for point spatial objects respectively which is derived from table 2

and table 3.
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Table 4: (a) NNQ Execution Time in Traditional Method for Point Objects

Average Execution Time of NMearest Neighbor Query
for Point Spatial Objects
without Machine learning (Traditional Indexing)

Distances Execution Time (second)
5 km 0.81886
50 km 082221
100 km 082632
150 km 0.82985
200 km 0.83718
250 km 0.85402

In term of comparison between both methods we determining indices for all spatial objects using Hilbert
algorithm, and in purpose of evaluating and enhancing spatial performance applying NNQ on all indices of
all spatial datasets. Using execution time parameter for nearest neighbor query is the core objective of our
work. The most efficient work that done is learning indices and applying NNQ then calculating execution time
and finally computing average ET. Testing processes done separately for point, line and polygon. Each has

own test tables result .we can just show a brief of the results.

(b) NNQ Execution Time in Learning Method for Point Objects

Average Execution Time of Nearest Neighbor
Query for Point Spatial Objects
With Machine learning [Learnt Indexing)

Distances Execution Time (second)
Skm 0.31370
S0 km 0.31502
100 km 0.31456
150 km 0.31699
200 km 0.31750
250 km 0.31581

The query execution time varies in traditional and learned indexing algorithms which is clear in figures four.
That is considerable difference between both methods and spatial nearest neighbor query processing for

point dataset (real dataset), using Hilbert curve technique.
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Figure 6: Hilbert, Query Execution Time of learned and Traditional
Figure (1) shows good response of machine learning technic, that represents less execution time than in

Traditional. Less ET in learnt method (with machine learning) gives better performance.

Table five (a), (b) illustrate nearest neighbors query execution time (s) of both traditional and learned
algorithms using Hilbert Curve technique for line spatial objects respectively. Tested results of implementing
NNQ on line objects in both methods shows best result in leant method (with machine learning), it gives less

ET of query. Even in different distances.

Table 5: (a) Traditional algorithm for Line (b) Learned algorithm for Line

Line_awverage Time_Mearest Melghbors
without Machine learning

Line_Average Time_Mearest Neighbors
with Machine learning

:;:m E:i Eiiz 5 km 0.24723
100 km 0.46654 =0 km 9.32484

100 km 034941
150 km 0.48248 150 km 035015
200 b 046533 200 km 0.35003
(250 6km | 047153 250 km 035727

Various query execution time in Hilbert curve technique for line spatial object dataset (real dataset) present-
ed in figure 7(a) and (b) for learned and traditional algorithms.

Figure 7: Query Execution Time of learned and Traditional

As well as in point objects, the testing results in learnt method for line is better than in traditional for line

objects. Means the NNQ execution time with machine learning are less than in traditional. Also is the ideal
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Figure 7: Query Execution Time of learned and Traditional

As well as in point objects, the testing results in learnt method for line is better than in traditional for line

objects. Means the NNQ execution time with machine learning are less than in traditional. Also is the ideal

result.

Table (6) illustrate nearest neighbors query execution time (s) of both learned and traditional algorithms us-

ing Hilbert Curve technique for polygon spatial objects respectively.

Table 6: (a) Traditional Algorithm for Polygon (b) Learned Algorithm for Polygon

Polygon_Awverage Time_Mearest Neighbors
without Machine learning

polygon_Average Time_Mearest
Meighbors
with Machine learning

Sim 0.46851 Skm 0.33441
50 km 0.52834 50 km 0.33246
100 km 0.64305 100 km 0.33978
150 km 0.73043 150 km 0.34201
200 km 0.52631 200 km 0.34837
250 km 0.33358 250 km 0.35194

Different query execution time in Hilbert curve techniques for polygon spatial object dataset (real dataset)

presented in figure 6 for learned and traditional algorithms.
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Figure 8: Query Execution Time of learned and Traditional
Figure (8) demonstrates the machine learning technique's effective performance for polygon spatial
objects, which takes less time to execute than traditional methods. Better performance is obtained with

learned methods that use machine learning and less ET.

7-Models Evaluation Criteria
Remaining issue is evaluating our system by using important parameters. In subsections bellow their role in

efficiency and certainty of the proposed system described.

7.1. Using Mean Square Error and Coefficient of Determination

In purpose of evaluating both two algorithms learned and traditional spatial indexing using execution time
(s) performance parameter for three spatial data types is the core of our work. In the first step of our work
using Hilbert algorithms in case of getting index for each spatial objects types datasets, after that by using
both traditional and learned indexing as second step implementing nearest neighbors query for 25 different
points in six different distances on all three types of spatial objects. And calculating execution time for both
methods (tradition and learned index) in order to evaluate query performance of mentioned methods. Also
various performance evaluation indicators were selected for the assessment of the model including coeffi-
cient of determination (R2), and mean square error (MSE), their values for point, line and polygon for Hilbert

curve are shown below:
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o

Hilbert
Spatial Objects [Mean Square Error{ MSE) R’
point 2.36 0.891
line 4.89 0.888
polygon 4,34 0.888

Figure 9: Values of MSE and R2

As represented in figure (9) the values of mean square error (MSE) for all spatial objects are minimum values.

And the R2 values are near to 1, which are the optimal and efficient values (the range value of R2 is between

Oand1).

7.2. Using Receiver Operating Characteristic Curve (ROC- curve)

The best possible prediction method would yield a point in the upper left corner or coordinate (0,1) of the

ROC space, representing 100% sensitivity (no false negatives) and 100% specificity (no false positives).
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Figure 10: Values of AUC and ROC - curve
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8- Conclusion

Our work has proved that spatial indexing based on machine learning, HLI has super advantage over tradi-
tional in term of less query execution time for all types of spatial objects. We have reached these conclusions,
objects indexing with Hilbert curve has less query execution time in traditional method. But, in learned
index in Hilbert curve is faster than in traditional method. For evaluating and enhancing spatial query perfor-
mance we choose the indexing spatial access method, by indexing objects, can reach any point we request
easily and fast. Here we used Hilbert Curve to indexing spatial objects, then applying NNQ for all objects. Also
with machine learning approach and learning indices we achieved more efficient responses in all spatial ob-
jects in term of less query execution time. This due to enhancing spatial query. Finally the performance of the
learned models was challenged using R2, MISE. The value of R2 is efficient in our proposed system, its values
are near the 1, which is the significant result of all spatial objects. It is one of the most important evaluation
metrics for checking any model’s performance. Higher the AUC and also Roc value, the better the model of
the system, an excellent model has AUC near to the 1 which means it has a good measure, and we achieved
AUC=0.95 in SVM(support vector machine) classifier and AUC=0.92 using randomforest classifier and ROC
curve= 0.78, our results are significant and sufficient. Depending on our results from both methods and the
performance evaluating measures such as less query execution time in learning method as first point, we
achieved significant performance. Then in case of proposed system evaluation we got high R2 values or near
to 1in all spatial objects that are also remarkable. In addition our system evaluators AUC and ROC curve have

efficient values. All results can enhance spatial data.
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